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* Introduction to generative models and digital twins

* Generative Adversarial Networks (GANs) |
* Conditional GAN for PAM4 SerDes | |
* Conditional GAN for advanced packa\glng/po\r\t@thermal analy5|s

. Baye5|an opt|m|zat|on of hlgh speed SerDes receivers ' "

~ * Conclusion and future work
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GENERATIVE MODELS AS DIGITAL TWINS

Discriminative Models
Conditional prob of output given an input

Generative Surrogate Models
Joint distribution of input/output
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Generative Digital Twins

* Digital twins are computational models that cover the solution space
within a targeted design limit

 Asymmetrical training vs. inference speed
* Large dataset and high computatlonal demand to traln a_generatlve model
* Lightweight and fast computatlon for mfer nce - ; '

-

°\Realt|me predlctlon of S or rﬁ/ultl phy5|cs (poWer/thermaI) systems |

e Allow dynamic peﬁprmance tuning based on changing mput '
condition

e Generative models may have invertible solutions, i.e., given a
desirable output, what is the most likelihood input condition

* Can be constrained by power, space etc
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Generative Adversarial Network
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Generator Example
CGAN Engine For Power To Thermal Analysis

* The generator is given the input power map to predict the corresponding heat map
* Uses convolutional layers with skip connections on the encoder*
* Decoder reconstructs from the hidden (latent) space
. o Contains Convolutional Transpose layers to upsample '
* Skip connections ensure that ule mformatlon is lost a hat gradle'rrts are stable durmg the -
training phase - | \

Kashyap et al: International 3D System Integration Conference 3DIC 2023

* P. Isola, J. Zhu, T. Zhou, and A. A. Efros. 2017. Image-to-image translation with conditional adversarial networks. In IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 5967-5976. https://doi.org/10.1109/CVPR.2017.632
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https://doi.org/10.1109/CVPR.2017.632
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Discriminator Example
Conditional GAN For High Speed SerDes

* Discriminator is a U-Net architecture that predicts both a full pixel map (at decoder output) and a single
true/false prediction (at the bottleneck) for a given input*

* Takes the input GASF and either the ground truth BER plot or generated BER plot
* Predicts whether the concatenated image is from the dataset or generator using two levels of prediction

Prediction
Netwaork

‘ | , ‘
(I I ’
Discriminator Local
Encoder Prediction

Rep. of Rx lnput | N
| . Convolutional Layer with

Waveform) |
Tap Settings /o ‘ Skip Connections

Choi Et al; DesignCon 2023

E. Schonfeld, B. Schiele, and A. Khoreva. 2020. A U-Net based discriminator for generative adversarial networks. In IEEE/CVF Conference on Computer Vision and Pattern Recognition. 8207-8216
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PAMA4 Digital Twins

* cGAN engine can predict unseen input and equalizer condition

Interpolate Between Gain (system) Conditions

Interpolate Between Channel (Input) Conditions

GAN: High Loss GAN : Low to High Gain
Low Gain u 1

Ground Truth: High Loss

Low Gain
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3DIC Power To Thermal Analysis

3DIC .
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N Kashyap Et al: International 3D System Integration Conference 3DIC 2023
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Bayesian Learning for PCle Gen 5 I/O Optimization

1-50 are initial random samples
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Conclusion and future work

* cGANSs can produce realistic results that can cover unseen input or
output states within a design boundary

* We have moved on to transformer-based generator archltectures for
time series inputs (Under reV|ew) |

there are sufficient computlng/reSOUrces 4

\Both input and tap condltlon can scale to 100’5 of features in. C real
design* — -

* Digital twins can model the input and tap conditions in real time

* |t will open possibility of dynamic optimization of the system with the digital
twin model as a parallel shadow system without disturbing the real system at
runtime
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Live demo of PAM4 CGAN and NRZ CGAN
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