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Why Low Power?

Longer battery lifetime
Less packaging/cooling cost
More reliable circuitry
Smaller electricity bill
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Where Does the Power Go?

Dynamic power or switching power

Static power or leakage current
Gate-oxide leakage

Subthreshold leakage

Short-circuit power
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What is DVFS?

Dynamic voltage and frequency scaling
Circuits can work at a range of Vdd values

A given Vdd can support a range of clock 
frequencies with a   

F  (Vdd-Vth)
/Vdd (1.0,2.0)

Why DVFS saves power and energy?
Reduce Vdd to Vdd

fmax reduces to roughly  fmax

Dynamic power reduces by roughly 3

Energy reduces by roughly 2
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I. Hong, et al. “Power Optimization of Variable Voltage Core-based Systems”, DAC’1998.
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How Does DVS Work?

Suppose that a data sample comes every 1 ms

Requires processing time of 250 s at 
600MHz

DVS: reduce voltage such that clock slows 
down to 150MHz

time

frequency

slack slack slack
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Our Work on Low Power DVFS

1997: variable voltage processor scheduling

1998: M.S. thesis, Variable voltage system (DAC), communication 
pipeline (ICCAD), real-time scheduling (RTSS).

2000: Quality-energy tradeoff (ISLPED)

2001: limit of energy saving by DVFS (ICCAD)

2002: secure sensor network (ASAP)

2003: multimedia system (ASPDAC, RSP, DAC), probabilistic design 
(DAC), multi-processor scheduling (EMSOFT), voltage set-up 
(ICCAD)

2004: performance gain vs energy saving (ISCAS),  dual-voltage on (m, 
k)-firm system (CASES)

2005: parallelism on multi-processor (ASPDAC)

2006: dual-processor fault-tolerant system (ASAP)

2007: leakage aware DVS (AHS), multi-core system scheduling (McSoC)

2013: temperature-aware DVS (ASAP)

Dr. Gang Qu  (gangqu@umd.edu) 6
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Solution: Feasible DVS System
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Change voltage only when necessary 
Change at the maximal rate
Time(s) when voltage changes is calculable
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L. Yuan and G. Qu. “What Is the Limit of Energy Saving by Dynamic Voltage Scaling”, 
ICCAD’2001 .
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Voltage Set-up Problem

For a multiple-voltage DVS system to 
serve a set of applications {(ei, di, pi): 
i=1, 2, …, n} without missing their 
deadlines, where ei: execution time di: 
deadline, pi: probability di occurs.

if the system has m voltages {v1, v2,… ,vm},
determine the value of each vi to minimize 
the average energy consumption.

determine m and the value of each vi.

@ Gang Qu (gangqu@umd.edu) 12

S. Hua and G. Qu. “Approaching the Maximum Energy Saving on Embedded 
Systems with Multiple Voltages”, ICCAD’2003 .



Information on Two Applications

Application Deadline
Execution 

Time
Probability (V)

A 10

9 0.03 3.0564

4 0.18 1.8124

3 0.39 1.5516

B 8

6 0.04 2.6888

4 0.10 2.0669

3 0.12 1.7479

2 0.14 1.4176

0

iV

Vref = 3.3v

@ Gang Qu (gangqu@umd.edu) 13
S. Hua and G. Qu. “Voltage Setup Problem for Embedded Systems with Multiple 

Voltages”, TVLSI’2005 .



Reference Systems

DVS Systems Voltages Energy

fixed-voltage 3.0564 2.9536

ideal -- 1.1763

@ Gang Qu (gangqu@umd.edu) 14



DVS with Optimal Voltage Set-ups

DVS Systems Voltages Energy

fixed-voltage 3.0564 2.9536

dual-voltage
3.0564 
1.8124

1.3833

3-voltage
3.0564 
2.0688 
1.5514

1.2337

4-voltage

3.0564 
2.0768 
1.8119 
1.5509

1.2071

ideal -- 1.1763

@ Gang Qu (gangqu@umd.edu) 15

DVS Systems Voltages Energy
vs. fixed-
voltage

fixed-voltage 3.0564 2.9536 --

dual-voltage
3.0564 
1.8124

1.3833 - 53.2%

3-voltage
3.0564 
2.0688 
1.5514

1.2337 - 58.2%

4-voltage

3.0564 
2.0768 
1.8119 
1.5509

1.2071 - 59.1%

ideal -- 1.1763 --

DVS Systems Voltages Energy
vs. fixed-
voltage

vs. Ideal

fixed-voltage 3.0564 2.9536 -- +151.1%

dual-voltage
3.0564 
1.8124

1.3833 - 53.2% +17.6%

3-voltage
3.0564 
2.0688 
1.5514

1.2337 - 58.2% +4.9%

4-voltage

3.0564 
2.0768 
1.8119 
1.5509

1.2071 - 59.1% +2.6%

ideal -- 1.1763 -- --
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Circuit Timing Issues by DVS

Dr. Gang Qu  (gangqu@umd.edu) 16

P. Qiu, et al, “VoltJockey: Breaching TrustZone by Software-Controlled Voltage 
Manipulation over Multi-core Frequencies”, CCS’2019.
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Multi-core DVFS Framework

Ideal: each core has its own voltage and frequency

Reality: all cores share the same V and F

Dr. Gang Qu  (gangqu@umd.edu) 17
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DVFS Working Flow

DVFS driver selects proper V and F

Vendor device driver changes V and F registers

V and F registers alter the regulator outputs

Dr. Gang Qu  (gangqu@umd.edu) 18
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Overview of VoltJockey

The attacker procedure and victim procedure are 
executed on different cores.

The victim core has a high frequency, but all the 
other cores have a low frequency.

Dr. Gang Qu  (gangqu@umd.edu) 19
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Fault Injection Attacks

DVFS is an effective way to generate faults

The challenge is when and where to create 
the faults

Dr. Gang Qu  (gangqu@umd.edu) 20
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Short History of VoltJockey

Dr. Gang Qu  (gangqu@umd.edu) 21

http://cpu.cs.tsinghua.edu.cn/
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VoltJockey

Dr. Gang Qu  (gangqu@umd.edu) 22
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VoltJockey
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Lightning

Dr. Gang Qu  (gangqu@umd.edu) 24
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DVS for Device Authentication

Dr. Gang Qu  (gangqu@umd.edu) 25

(b) (c)(a)

(a) (b) (c)

(d) (e) (f)

(b) (c)(a)

(b) (c)(a)
M.T. Arafin, M. Gao, and G. Qu, “VOLtA: Voltage Over-scaling Based 

Lightweight Authentication for IoT Applications”, ASPDAC’2017.
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What is Model Inversion Attack?

Dr. Gang Qu  (gangqu@umd.edu) 26

M. Fredrikson et al, Model Inversion Attacks that Exploit Confidence 
Information and Basic Countermeasures, CCS, 2015.
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Training data: b&w images of 40 people.

What is Model Inversion Attack?

M.T. Arafin, Q. Xu, and G. Qu, “MIDAS: Model Inversion Defenses using an 
Approximate Memory System”, AsianHOST’2020.
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MIDAS Approach

Dr. Gang Qu  (gangqu@umd.edu) 28

Approximate 

memory system 

M.T. Arafin, Q. Xu, and G. Qu, “MIDAS: Model Inversion Defenses using an 
Approximate Memory System”, AsianHOST’2020.
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Training data: b&w images of 40 people.

Protection with MIDAS

M.T. Arafin, Q. Xu, and G. Qu, “MIDAS: Model Inversion Defenses using an 
Approximate Memory System”, AsianHOST’2020.
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Conclusion

DVFS will evolve, but will not die
More applications, devices, greedy human 
nature → higher power/energy demand

Security and privacy are emerging
CLKscrew, Plundervolt, V0LTpwn

cover channel (DVFSspy) 

side-channel attacks (PLATYPUS), …

Holistic approach is needed: 

Circuit, memory, architecture, OS, 
application, networking, human, …

@ Gang Qu (gangqu@umd.edu) 30
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VoltJockey + Lightning

Dr. Gang Qu  (gangqu@umd.edu) 31

P. Qiu, D. Wang, Y. Lyu, and G. Qu, “VoltJockey: 
Breaching TrustZone by Software-Controlled 
Voltage Manipulation over Multi-core 
Frequencies”, CCS’2019.

P. Qiu, D. Wang, Y. Lyu, and G. Qu, “VoltJockey: 
Breaking SGX by Software-Controlled Voltage-
Induced Hardware Faults”, AsianHOST’2019. 
(Best paper award)


