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Intel has been on the forefront of many “Quiet” Revolutions 
in Packaging Technology
• 1990s

• Packaging revolutionized by launch of the first flip-chip organic substrate 
• First Organic Pin Grid Array launched – A New Package Industry is born
• > 100W Cooling Solutions developed; Laptop Heat pipes become mainstream

• 2000s
• Intel introduces Copper Pillar Bumps on die
• Intel leads the industry by deploying fully lead & halogen free packages
• Embedded Array Capacitors implemented for HPC – another first by Intel
• High Pin Count Land Grid Sockets Become Mainstream
• Drive to greater adoption of Ball Grid Arrays enables “Small and Thin”
• >200W Cooling 

• 2010s
• Thermo-Compression Bonding Tools enable Fine Pitch Flip-Chip
• EMIB – Breakthrough 2D Multi-Chip Packaging Introduced
• Foveros opens up the 3rd Dimension



I will focus Mainly on Major Changes in 
Packaging Interconnects



In the 1990s : Transition to Organic Flip-Chip……

Ceramic Packaging → Organic Packaging

+

Wire-Bond → Organic Flip-Chip

Transition to Low Cost, Copper Based, Organic Area Array Packaging Enhanced 
CPU Performance with Improved Signaling and Power Delivery  

http://mst.tu-berlin.de/becap/research/topics/wirebond/wirebond600.jpg


In the 2000s……The Lead-Free Transition

Intel was the First to Completely Eliminate Lead from the Package 
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All Along Interconnects Continued to Scale

Small FF BGA

Land Grid ArrayPin Grid Array Ball Grid Array

Critical Enabling 
Technologies in High 
Volume Production



Packaging is for Ideal for Heterogeneous Integration*

*Heterogeneous Integration is the integration of separately manufactured & tested components into a higher level assembly
(SiP aka MCP) that, in the aggregate, provides enhanced functionality and improved operating characteristics



Intel* has a long history of using MCPs for (TTM) & 
Performance….

CPU

MC-
DRAM

SRAM Integration
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(G)MCH Integration
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* Other companies (e.g. IBM, AMD, NVidia) have also similarly employed MCPs



Why is Advanced Packaging So Important?



The Package as a Compact Integration Platform

2016-2017

On-Package Integration is More Compact, Lower Power & Higher BW

GDDR6 – 14mm x 12mm 

2017-2019

https://www.rambus.com/blogs/key-design-points-to-consider-gddr6-and-hbm2-
drams/

Wide and SlowNarrow and Fast



Recent Interest in Advanced Packaging is driven by….
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Need for High Bandwidth*

Need to Integrate IP on different Nodes & Fabs

Yield Resiliency

𝐷𝑖𝑒 𝑌𝑖𝑒𝑙𝑑 ≈ 𝑒𝑥𝑝[− 𝑫𝒊𝒆 𝑨𝒓𝒆𝒂 𝑥
𝑃𝑟𝑜𝑐𝑒𝑠𝑠 𝐷𝑒𝑓𝑒𝑐𝑡𝑠

𝐴𝑟𝑒𝑎
]

* Intel trends for on-package memory BW 



Interconnects in Advanced Packaging….
High Bandwidth, Low Power, Parallel Links 

drive Need for High Density Die-Die 
Interconnects

2D Interconnect

3D Interconnect



2D MCP Landscape

Our Focus : Push Wiring Density 
for Increased BW + Improved 

Power Efficiency



In the 2D Space….Intel has EMIB*

Silicon Interposer

EMIB

• CTE Matched with Si : Low stress on low-K ILD

• Excellent Chip-Attach Alignment

• Pitch scaling

• Interposer size is typically limited by reticle field : Active

Efforts in place to develop larger than reticle

interposers

• TSV capacitance impacts signal integrity of off-package

links

• Interposer attach adds an extra chip attach step

• Localized high density wiring

• No practical limits to die size 

• Standard assembly process 

• Bridge manufacturing much  simpler

• Bridge silicon costs < Silicon interposer - No TSVs, 

Significantly less silicon area

*Embedded Multi-Die Interconnect Bridge



EMIB Offers Flexibility

• In High Volume Production
• Multiple Bridges, Multiple Bridge Sizes and 

Bridge Technologies possible
• Die from Different Foundries
• Large Overall Die Area enabled 



In the 3D Space….Intel Has Foveros

22nm Base Die

10nm Core
50mm Die-Die Interconnect Pitch

• Stacking allows 

functional partitioning, 

Smaller footprint and 

improved interconnect 

density



Co-EMIB: Blending 2D and 3D

• Architecture enables >> reticle sized 
base die & High Density Bridge links to 
companion Die

• Increased Partitioning Opportunities

Active or Passive Base Die

EMIB EMIBEMIB

< 50mm Die-Die Interconnect Pitch

Multiple Top Die Tiles

Companion Die

HBM



3D MCP Landscape

Somewhere Below 25mm 
Bump Pitch, the 

Transition from Solder 
Based Interconnects to 
Cu-Cu interconnects will 

be needed



Intel’s Package Interconnect Roadmap

Traditional
Flip-Chip 

2D - EMIB 3D - Foveros

Today 100mm 55mm 50mm

Future 90mm 30mm-45mm 20mm-35mm (Solder)
<20mm (Non-Solder)



Performance Challenges : Off-Package High Speed IO

CPU/GPU/FPGA

High Bandwidth, Off-Package Electrical & Optical Signaling 
Technologies Needed



Performance Challenges : Thermals

Key challenges are Raw power, Power density and Thermal Cross-talk.  
Thermal Co-design, Improved TIMs + Interface Control Needed



Key Takeaways

• Intel has a long and storied history in driving innovations in 
packaging 

•We have always seen the package as a compact HI platform

• Interest in high bandwidth, low power die-die links drives the 
evolution of high density interconnects in 2D and 3D 
architectures

• Intel has a comprehensive current packaging portfolio and a 
forward looking roadmap



Back-up



Signaling Performance in Dense Interconnects

D2D Spacing 

Wire Width, Spacing Between 
Wires & Dielectrics between 

Wires 

Package

Die 1 Die 2

Wiring Density

• Key factors Affecting Signal Integrity and Power efficiency 



Signaling Performance in Dense Interconnects
• Wire Widths, Spacings and Signal & Ground Ratios are key knobs for improving Signal Integrity

1S:1G 500 Wires/mm 1S:1G 1000 Wires/mm3S: 1G 500 Wires/mm

1. For Details on Optimization See A.C. Durgun, Z. Qian, K. Aygün, R. Mahajan, T.T. Hoang, S. Shumarayev, "Electrical performance limits of fine-pitch interconnects for heterogeneous integration," presented at 2019 
IEEE 69th Electronic Components and Technology Conference, Las Vegas, NV, 2019

2. Simulations above assume a link length of 0.8mm
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