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Legal Notices

This presentation contains information provided by Intel Corporation (“Intel”), and may refer
to Intel’s plans and expectations for the future, which are provided for discussion purposes
only and are subject to change without notice. Forward-looking statements involve a
number of risks and uncertainties: Refer to Intel’s SEC filings for authoritative discussion of
Intel’s results and plans. This presentation imposes no obligation upon Intel to make any
purchase; and Intel accepts . no duty to update this presentation based on more current
information. Intel is not liable for any damages, direct or indirect, consequential or
otherwise, that may arise, directly or indirectly, from the use or misuse of the information in
this presentation.

Copyright © 2019 Intel Corporation. Intel and the Intel logo, are trademarks of .Intel
Corporation in the U.S. and/or other countries. Other names and brands may be claimed as
the property of others.
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Intel has been on the forefront of many “Quiet” Revolutions
in Packaging Technology

1990s The Mechanical Side

. i ioni i Toelal i Of Ultra-Low k: Can It
Packaging revolutionized by launch of the first flip-chip organic substrate L

* First Organic Pin Grid Array launched — A New Package Industry is born

> 100W Cooling Solutions developed; Laptop Heat pipes become mainstream
e 2000s \

.* Intel introduces Copper Pillar Bumps on die

* Intel leads the industry by deploying fully lead & halogen free packages

« Embedded Array Capaators implemented for HPC — another first by Intel

« High Pin Count Land Grid Sockets Become Mainstream

* Drive to greater adoption of Ball Grid Arrays enables “Small and Thin”

e >200W Cooling 3 D
i A | _ 0 el 20 AND 30 PACKAGING DRIVENEW DESIGN FLEXIBILITY
* Thermo-Compression Bonding Tools enable Fine Pitch Flip-Chip e e e e

echnologles, dellve ghgprf \aelmoﬂ

* EMIB — Breakthrough 2D Multi-Chip Packaging Introduced
* Foveros opens up the 37 Dimension

Thermo-compression Bonding for Fine-pitch Copper-pillar Flip-chip Interconnect
— Tool Features as Enablers of Unique Technology

Amram Fitan: Kin-Yik Hung
Intel Corporation; ASM Pacific Technology Ltd.
5000 W. Chandler Blvd., AZ, USA; 16-22 Kung Yip Street, Kwai Chung. Hong Kong
Amram eitani@intel com: kyhung@asmpt com
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In the 1990s : Transition to Organic Flip-Chip......

Area Array bumps
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Ceramic Packaging - Organic Packaging Wire-Bond - Organic Flip-Chip

" Transition to Low Cost, Copper Based, Organic Area Array Packaging Enhanced
CPU Performance with Improved Signaling and Power Delivery


http://mst.tu-berlin.de/becap/research/topics/wirebond/wirebond600.jpg

Intel was the First to Completely Eliminate Lead from the Package



All Along Interconnects Continued to Scale

Pin Grid Array 1easockets  LAN Grid Array Ball Grid Array
1 -4 ; require Package
retention to hold
contacts together

Solder Paste Printiné Squeegee Critica| Enabling
Metal Mask Solder paste %

“ Technologies in High
Volume Production

Solder Micro-balls
Metal Mask

Bump Pitch (um)——>

Cu Pillar
Plating
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Packaging is for Ideal for Heterogeneous Integration”

Key Messages

y
Moore’s Law, » Systems/platform focus drives increased
40 years and Counting requirements for silicon and packaging

Future Directions of Silicon and Packaging * Making the right choice between on-chip and
in/on package integration is critical to cost

effective solutions

Bill Holt
General Manager * Moore’s Law is the engine for continued
Technology and Manufacturing Group growth

Intel Corporation o = v :
b * Silicon is ideal for homogenous integration

» Packaging is ideal for heterogeneous

2005 Heat Transfer Conference

*Heterogeneous Integration is the integration of separately manufactured & tested components into a higher level assembly
(SiP aka MCP) that, in the aggregate, provides enhanced functionality and improved operating characteristics




Intel” has a Iong history of using MCPs for (TTM) &
Performance.,

G)MCH Integratlon

Kaby Lake G

DRAM Integration

* Other companies (e.g. IBM, AMD, NVidia) have also similarly employed MCPs
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The Package as a Compact Integration Platform

2016-2017
/
4 2
g & 2 2 2017-2019

; Memory System Comparison: 256GB/s GDDR6 vs. HBM2

s

T GDDR6 Memory System HBM2 Memory System

T/ . H BM Four 16Gbps x32 GDrLYRB?II)RAMs Single 2Gbps HBEYE DZV‘CE

T * Total Capacity 4GB (1GB each)

| » Datarate-1-2Gb/s
+ Total BW-(128-256)GB/s » Total Capacit Wide and Slow
* |0 Power Efficiency (Energy/bit) - 1X * Datarate-12
| , RGNVl Total Bandwidth 256 GB/s
1. http:/fwww.memcon.com/pdfs/proceedings2015/MKT105_SKhynix.pdf o |O POWEI' EffIC
2.  https://www.micron.com/~/media/documents/products/technical- Per-pin data rate
note/dram/tned02 gddr5x.pdf
% : Relative Controller PHY Areal*! 5-1. 1.0 Area advantage for HBM2
Relative Controller PHY .5-4. 1.0 Power advantage for HBM2
Powerl!l
Interposer Added cost!? Cost and complexity
advantage for GDDR6
https://www.rambus.com/blogs/key-design-points-to-consider-gddr6-and-hbm2- = =
drams/ Memory Similar to GDDRS, DDR4 Stacked, adds cost!?)  Cost advantage for GDDR6
s |1} Source: Rambus Inc

|2] Source: The Cost of HBM2 vs. GDDRS & Why AMD Had to Use It, https://www gamersnexus net/guides/3032-vega-56-cost-of-hbm2-and-necessity-to-use-it

On-Package Integration is More Compact, Lower Power & Higher BW



Recent Interest in Advanced Packaging is driven by....

' Need for High Bandwidth*

Access to Commercial IP
Reusable function blocks i Big Data Movement
+ Image processing
* Machine Learning
+ High-speed chiplet networks
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Yield Resiliency

DieYield = exp[— (Die Area x

Process Defects
Area

'018 2020 2022

Need to Integrate IP on different Nodes & Fabs
CHIPS modularity targets the enabling of a wide range of custom solutions

* Intel trends for on-package memory BW



Interconnects in Advanced Packaging....

High Bandwidth, Low Power, Parallel Links
drive Need for High Density Die-Die
Interconnects

Source:

0LuiYl) The Serial vs. Parallel Question ficentaionty andress olofizon ©

CHIPS Parallel Serial

IP Complexity Flip-flop + tristate SERDES
IP Cost Low High (open source?)
3D Interconnect Throughput 1Tbps/mm 1Tbps/mm?
Latency <5ns High
g Energy Efficiency (<1000um) 0.1pl/bit | Physics 1-10pJ/bit
Throughput per pin 2Gbps 30Gbps
Packaging Complexity Low
Economics?
© Packaging Cost Low

2D Interconnect

Parallel will continue to be the chosen path for DARPA until someone
makes a valid case for a different option.




2D MCP Landscape

Data Rate (Gbps)
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Linear Interconnect Density, Areal Interconnect Density,
i.e. Wires (10)/mm/Layer | i.e. Bumps (10)/mm?
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BW Density (GBps/mm
Raw BW w/o excluding I/0 overhead

~
S (@ HBM2E

®HBM2/AIB1
N ~ ~N

~
Interconnect Length 20-40 mm, 1-3pJ/b I Interconnect Length: 1-6 mm, 0.5p)/b >
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Breakout Density (I0/mm at Die Edge)

l Silicon Interposer
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EMIB

/

Technologies that use Si backend wiring

Te P PO OO O W

High Density Organic
Interposers

Wires/mm/Layer

Traditional Organic
Packages (FCBGA)

rd

Half Line Pitch (um)
6 8 10 12 14

Our Focus : Push Wiring Density
for Increased BW + Improved
Power Efficiency




In the 2D Space....Intel has EMIB*

1t

Significantly less silico

r- No TSVs,

Silicon Interposer

CTE Matched with Si : Low stress on low-K ILD
Excellent Chip-Attach Alignment

Pitch scaling

Interposer size is typically limited by reticle field : Actlve
Efforts in place to develop larger thah reticle
interposers .

TSV capacitance impacts signal integrity of off package
MIS

Interposer attach adds an extra chip attach step



EMIB Offers Flexibility

Hitses 1 x ‘, Transceiver
’Iﬁﬂﬁéﬂ%ﬂ!ﬁﬁélﬂﬂﬁﬁl Die

B I

JI | LT ]
‘ | i
* In High Volume Production : !T i
* Multiple Bridges, Multiple Bridge Sizes and i i
~ Bridge Technologies possible = H

* Die from Different Foundries
e Large Overall Die Area enabled e

LT

e R

HBM Die Stack




In the 3D Space....Intel Has Foveros
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— = Smaller footprint and
50pm Die-Die Interconnect Pitch . im o roved interconnect
density

functional partitioning, .=




Co-EMIB: Blending 2D and 3D

Multiple Top Die Tiles

< 50um Die-Die Interconnect Pitch

Active or Passive Base Die

. Architecture enables >> reticle sized
base die & High Density Bridge links to
"~ companion Die

. Increased Partitioning Opportunities

Embedded Multi-Die Interconnect Bridge (EMIB) Foveros
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3D MCP Landscape

Linear Interconnect Density, Areal Interconnect Density,
i.e. Wires (10)/mm/Layer | i.e. Bumps (10)/mm?

B
Cu-cu Interconneas TEE BLECTRON DEVICE LETTERS, VOL. 27 NO. S MAY 00 ns
T Three-Dimensional Wafer Stacking Via Cu-Cu
Bonding Integrated With 65-nm Strained-Si/Low-Ak

CMOS Technology

manathan, M. J. Kobrinsky, and M. Harmes

Bump/mm?

Solder Based Interconnects

. Somewhere Below 25um
Bump Pitch, the
Transition from Solder
Based Interconnects to
Cu-Cu interconnects will
be needed

Bump Pitch (um)




Intel’s Package Interconnect Roadmap

Today 55um 50um

Future 30um-45um 20um-35um (Solder)
<20um (Non-Solder)




Performance Challenges : Off-Package High Speed:|O

Total Switch |10 BW

IEEE 802.3 November 7, 2017, Consensus Building

High Bandwidth, Off-Package Electrical & Optical Signaling
Technologies Needed



Performance Challenges : Thermals

Normalized Power Density Trends

Si node scaling

Local hotspot densityincreasing gen-o-gen; likely to hit
thermal wall ahead of power delivery wall
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Die 2 Cooling capability (W)

Key challenges are Raw power, Power density and Thermal Cross-talk.
Thermal Co-design, Improved TIMs + Interface Control Needed
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* Intel has a long and storied history in driving innovations in
packaging
* \We have always seen the package as a compact Hl platform

s Interest in high'bandwidth, low power die-die links drives the
evolution of high density interconnects in 2D and 3D

~architectures

* |Intel has a comprehensive current packaging portfolio and a
forward looking roadmap
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Signaling Performance in Dense Interconnects

* Key factors Affecting Signal Integrity and Power efficiency

D2D Spacing

Wiring Density

Wire Width, Spacing Between
Wires & Dielectrics between
Wires




Signaling Performance in Dense Interconnects

 Wire Widths, Spacings and Signal & Ground Ratios are key knobs for improving Signal Integrity

3S: 1G 500 Wires/mm 1S:1G 500 Wires/mm 1S:1G 1000 Wires/mm

1. For Details on Optimization See A.C. Durgun, Z. Qian, K. Aygiin, R. Mahajan, T.T. Hoang, S. Shumarayev, "Electrical performance limits of fine-pitch interconnects for heterogeneous integration," presented at 2019
IEEE 69th Electronic Components and Technology Conference, Las Vegas, NV, 2019
2. Simulations above assume a link length of 0.8mm
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