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What are we talking about? Full System 

SimulationSimulation

Hardware 

Virtualization

Virtutech Simics

Virtual SystemVirtual System

Fast Functional
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Simulation

WHY?WHY?
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Because Hardware Is...

Not yet available Flaky prototype stage Not available anymore

??

Photo: Computer History MuseumPhoto: Freescale

Because Hardware Is...

Inconvenient Dangerous Inaccessible

Photo: ESAPhoto: www.mil.se, Bromma Conquip



The Software Crisis!

HOW?HOW?
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Cardinal Rule of Simulation

Scope of 

modeled system

UniverseUniverse

Galaxy

Atom

Quarks

Atom 

Galaxies Planets

Units of the 

simulation

Full-System Simulation with Speed!

• Detail level determines speed
– The more detail, the slower the simulation

• Abstraction: timing precision, implementation details

• Functionality must always be correct!

Simulation detail level
Typical 

slowdown

Approximate 

speed in MIPS

Time to simulate one 

real-world minutes o do speed S ea o d u e

Gate-level simulation 1000000 0.002 2 years

Computer architecture 10000 0.2 7 days

Cycle-approximate simulation 500 4 8 hoursCycle approximate simulation 500 4 8 hours

Fast full-system simulation 5 400 5 minutes



No Impact on the Target Software

The software can’t 

tell the difference

Runs binaries from 

real target

Run your 

User program

MiddlewareDBJava VM

system 
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Virtual Hardware

FLASH
A/DROM

I2C
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Units of Simulation

Processor Cores DevicesProcessor Cores Devices

!The CPUs running code

!Special case to gain performance, simulated 

using ISS, JIT, API, etc. – buy or borrow!

!Comparatively limited in variants compared to

!Anything that the system contains that does 

things and that is not a user-programmable CPU

!Examples: Timers, interrupt controllers, ADC, 

DAC network interfaces I2C controllers serial!Comparatively limited in variants, compared to 

devices

DAC, network interfaces, I C controllers, serial 

ports, LEDs, displays, media accelerators, pattern 

matches, table lookup engines, memory 

controllers, ... 

M i I t tMemories Interconnects

!RAM, ROM, FLASH, EEPROM, ...

!Store code and data

!Usually special simulation case for 

!Connecting devices, chips, boards, cabinets, 

systems together

!I2C, Serial, Ethernet, PCI, PCIe, RapidIO, ATM, y p

performance reasons, closely integrated with 

processor core simulators

CAN, FireWire, USB, MIL-STD-1553, MII, VME, 

HyperTransport, memory bus, ...



Units of Simulation: In Practice

Processor Cores Devices

!The CPUs running code

!Special case to gain performance, simulated 

using ISS, JIT, API, etc. – buy or borrow!

!Anything that the system contains that does 

things and that is not a user-programmable CPU

!Examples: Timers, interrupt controllers, ADC, Complex: reuse Most of the modeling work g , , , y

!Comparatively limited in variants, compared to 

devices

p , p , ,

DAC, network interfaces, I2C controllers, serial 

ports, LEDs, displays, media accelerators, pattern 

matches, table lookup engines, memory 

controllers, ... 

existing simulators

and the efforts of experts

here! Where possible, 

reuse existing models .

Memories Interconnects

!RAM, ROM, FLASH, EEPROM, ...

!Store code and data

!Usually special simulation case for

!Connecting devices, chips, boards, cabinets, 

systems together

!I2C, Serial, Ethernet, PCI, PCIe, RapidIO, ATM, 
For most purposes, very 

i d bl Y

Comparatively few and 

t d di d ft
!Usually special simulation case for 

performance reasons, closely integrated with 

processor core simulators

, , , , , p , ,

CAN, FireWire, USB, MIL-STD-1553, MII, VME, 

HyperTransport, memory bus, ...

generic and reusable. You 

should not need to model 

this.

standardized, often 

possible to reuse existing 

simulators.

STANDARD?STANDARD?
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Technology Matrix

For embedded software 

work, FSS and API-level 

sim are really the best 

options

Desktop/Server 

Virtualization

Para-

virtualization
Emulation ISS

API-Level 

Simulation

Full-system 

simulation

Scope of exec System System Application Processor Application System

options

CPU A on A Yes Yes Yes Yes Yes Yes

CPU B on A No No Yes Yes No Yes

Run full OS Yes Yes No No No Yes

OS A on A Yes Yes Yes N/A Yes YesOS A on A Yes Yes Yes N/A Yes Yes

OS B on A Yes Yes No N/A Yes Yes

Run unmodified 

software stack
Yes No No No No Yes

C t d iCustom devices 

& drivers
No No No No No Yes

Deterministic No No No Yes No Yes

Complexity Medium Low High Medium Low High

Example
VmWare, 

LPAR, kvm
Xen Rosetta gdb ISS VxSim Simics

Industry Positioning

G
 M

IP
S Prototype

Hardware

rm
a

n
c
e

 M
IP

S
+

1
G

• Software Centric

• Universal

• Heterogeneous

• Scalable

n
d

 p
e

rf
o
r

M
IP

S
<

1
0

0
 

Home-Grown

Solutions

S
p

e
e

d
 a

P
S

<
1

0
 M

EDA/ESL

SOC PCB H t S t N t k f S t

<
1
 M

IP

16

Range of system applicability

SOC PCB Heterogeneous System Network of Systems



Point Tools Can Only Improve Parts Of The 

ProcessProcess

• RTL simulation speeds chip design and verification, but does nothing for 

software

• ESL smoothes interaction between hardware and software development• ESL smoothes interaction between hardware and software development 

(SOC mostly)

• Emulation helps speed hardware-specific coding, but at the expense of 

accuracyy

• Further new point tools can make only  incremental, localized improvements

ESL EMULATIONGATE SIMULATION TEST TOOLSESL EMULATIONGATE SIMULATION

Hardware System Integration & Test

TEST  TOOLS

Software
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End DateStart Date Product Cycle

Full Systems Development

Hardware Faster TTM
Development

Virtutech Simics

Virtual hardware

Virtutech Simics

Virtual hardware

Product
Specification

Software
Development “You can’t afford to start software 

development after the hardware is 

18

+ Functionality Higher Quality

p

designed any more”

---- Freescale Semiconductor



Standardization Effort

Model Development Strategy DML

TLM 2

Compose Virtual Platform

and Exchange IP

Streamline solution for 

Power Architecture™

User Experience 

and Workflow

Promote Open Source 

Initiative

EXEMPLES?EXEMPLES?
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CC SimTech

• F hi l t• For vehicle systems
– Control & User Interface

– Handful of compute nodes

• API level simulation• API-level simulation
– Special middleware API hides 

details of RTOS

– Compiles all program code for 

the host

– No target timing

• Connects to physical CAN and 

real-world control panels

Pictures: CC-Systems, www.cc-systems.se

Google Android Emulator

• Full-system simulator
– Qemu-based, ARM9 ISS
– Single-processorSingle processor
– Touch screen & keyboard

• Not a model of a real 
board rather anboard, rather an 
idealized mobile phone
– Simpler device 

programming interfacesp g g
– Faked mobile connection

• Special BSP for emulator



Virtutech Simics Telecom Rack 

• Full-system simulator
– PowerPC & DSPs (10+ 

types)
2 70 boards– 2-70 boards

– 20-500 processors
– Rack backplane
– Multiple board types

• Some boards stubbedSome boards stubbed

• Some boards simplified with 
partial stubs

• User interface
S i l l– Serial consoles

– Ethernet to physical world
• O&M, traffic, SCTP, ...

BENEFITS?BENEFITS?
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Nice Debugger Features

Synchronous stop 

for entire system

Reverse execution Scripting

for entire system

...

con0.wait-for-string “=>“

con0.input “bootm\n”

con0.wait-for-string “login:“

con0.input “root\n”

Determinism Unlimited and Arbitrary tracing

...Breakpoint 

backwards

advanced breakpoints

break –x 0x0000->0x1F00

break io uart0break-io uart0

break-exception int13

Value Proposition

Accelerate

Optimize

Replace

Test & 
Configuration

Early SW 
Development

Enhance System 
Debug

Configuration

Capital 
Expenditure Time To Market

Cost of Recall & 
Maintenance

Expenditure 
Reduction

Time To Market



Thank You

Back-up slides



About Virtutech

• Founded in 1998

• Locations:• Locations:
– Headquarters in San Jose California, USA
– R&D Center in Stockholm, Sweden
– Field operations in US, EMEA, and APAC

• Privately owned and funded by European and US venture capital

• Targeted Industry: Embedded applications 

• Targeted Market Segments:
– High Performance Computing
– Aerospace, Defense, and Space
– Datacom & Telecom
– Semiconductors
– Other Embedded

What Virtutech Does

• Provider of Simics: a high-performance, high fidelity, full system 

simulator

– High Performance – fast enough to run real software loads (typically 

100’s of MIPS, up to multiple GIPS)

– High Fidelity – run full production software, including firmware, device 

drivers, hypervisor, RTOS/OS, application software

Full System simulate entire systems not just processor cores or– Full System – simulate entire systems, not just processor cores, or 

SoCs, or boards

• Complete machines, networks, backplanes

• The true value of Simics is through enablement of process change: 

Virtualized Software Development

30 Copyright @ 2008 Virtutech Confidential



Proven Success: Industry-Leading 

CustomersCustomers

Simics Libraries

Target Devices Target CPU Architectures

Memory and system controllers PowerPC Architecture x86 Architecture

Interrupt & DMA controllers Freescale PowerQUICC II  (82xx) Intel 80386p ( )

Ethernet controllers Freescale PowerQUICC II Pro (83xx) Intel 80486

PCI and PCI-express Freescale PowerQUICC III (85xx) Intel Pentium

Serial ports Freescale MPC603e Intel P4 (32 & 64)

USB devices and disks Freescale MPC755 Intel Core Duo

SCSI controllers and devices Freescale MPC74xx Intel Core 2 Duo

I2C t ll d d i F l MPC86 AMD AthlI2C controllers and devices Freescale MPC86xx AMD Athlon

RapidIO controller and devices Freescale MPC86xxD AMD Athlon64

Arbitrary communication devices IBM/AMCC PowerPC 405 AMD Opteron

such as those for Firewire, IBM/AMCC PowerPC 440

Spacewire, etc IBM PowerPC 403

IBM PowerPC 750(fx gx) MIPS ArchitectureIBM PowerPC 750(fx,gx) MIPS Architecture

Target Operating Systems IBM PowerPC 970, 970MP MIPS 4K

IBM Power6 MIPS 5K

Linux PMC RM7000

VxWorks SPARC Architecture PMC E9000

OSE SPARC-V8 Cavium OCTEONOSE SPARC-V8 Cavium OCTEON

Integrity SPARC-V9

QNX ARM Architecture

RTEMS Renesas ARM 5TE

Windows (including Vista) H8S microcontroller ARM 9E

Solaris ARM 9EJ

32

AIX Texas Instruments ARM 11

NetBSD, FreeBSD MPS430 microcontroller

In-house RTOSes TMS320C64 DSP



Simics Architecture

User program MiddlewareUser program

GUITarget operating system

Target hardware drivers Target boot code

Inspection

GUI

Scripting

Built-in

Debugger

Processor

Memory DevicesDevicesDevices

Processors

DevicesDevicesNetworks

and IO

Target ISA decoder

JIT

Compiler
Interpreter

Inspection

Control 

Features
Memory

Debugger

VMP

Target Machine(s)

Simics Core

Dynamic 

configuration management
Core Services API

Event queue & scheduling

External 

world 

connections
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Simics Core
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Serial

Keyboard
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C++, 
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ra

ry

Device

model

Network

model

CPU SoC Intercon
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Config

scripts
Mouse

Ext. Debuggers
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Simics 

script, 

SystemC
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Simics  Capabilities Deliver a Shortened  

Development CycleDevelopment Cycle

Easily share 

lab setups
Automated 

regression tests
Determinism

Control of time

Determinism

Scripting

Reverse 

execution

Agent-free 

debugging

Unlimited/Advanced

Simics Virtual Platform

Fault injectionTest profiling

Unlimited/Advanced 

breakpoints

M d l HW

34

Model HW 

failures


