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In the past few years, microprocessor architectures have under-
gone a fundamental change. Driven by a variety of factors, lead-
ing designs have transitioned from single monolithic processors to
“multicore” configurations. In this paper, we survey prior work on
parallel processing systems, and discuss the enthusiasm for multi-
core designs from a psychological perspective.

We argue that the semiconductor industry faces a difficult chal-
lenge. There is wide agreement that single-core processing rates
have peaked, and that any further significant progress is unlikely.
The shift towards parallel architectures is not necessarily a solu-
tion, however: parallel software and applications are fundamentally
different from their serial counterparts, and the market for parallel
computing has never been particularly large. Without a high vol-
ume and high profit product such as the consumer microprocessor,
it is unclear where revenue will come from to drive forward with
Moore’s law scaling.

Categories and Subject Descriptors
J.6 [Computer-Aided Engineering]: CAD

General Terms
Algorithms

Keywords
Multicore, Wishful Thinking, Interconnect Optimization

1. INTRODUCTION
In this paper, we consider the commercial prospects for multi-

core microprocessors. We focus specifically on microprocessors in
“personal computers;” sales of these chips have provided a great
deal of the revenue required to support the semiconductor industry.

Under pressure to increase performance, designs have shifted
from a single monolitic processor to multicore configurations. This
shift began with the introduction of the IBM PowerPC Power4 in
2001; AMD, Sun, Intel, and Freescale have also announced or re-
leased multicore designs.
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While the shift in some respects “solves” many problems (power
being foremost), we argue that this comes with a heavy price. While
many in the field are enthusiactic about multicore designs, we present
a contrarian view. We argue that multicore designs will likely be a
commercial failure for the consumer market.

To be clear: we restrict our focus to personal computers, where
parallel computing has gained little traction despite many years of
effort. Without widespread consumer adoption of parallel com-
puting, the prospects for the semiconductor industry appear bleak.
Moore’s law[45] holds because it is profitable for semiconductor
manufacturers; for fourty years, large numbers of consumers have
paid high prices for the highest performance designs. The revenue
from this market has enabled the research and development needed
to move along the exponential growth path. If multicore micropro-
cessors fail to impress consumers, sales will fall flat, and revenue
will be reduced. A shortage of revenue will have a ripple effect
throughout the semiconductor and EDA industries.

Our objective with this paper is to provide a counterbalance to
the surge of research into “server farm on a chip” parallel com-
puting[54], and to shed some light on to why there is such great
enthusiasm for it. We also hope to spark debate on the appropriate
direction of consumer microprocessor designs.

To provide context, in Section 2 we discuss prior attempts to
commercialize parallel computing systems. Many different archi-
tectures, programming languages, compilers, and software libraries
have been developed. Over the past fourty years, there have been
many predictions of an impending golden age of parallel comput-
ing; this has yet to come to pass.

Despite the lack of commercial success in parallel computing,
a number of major semiconductor manufacturerers have clearly
stated that their long term plans are to move in this direction. Simi-
larly, a great many researchers are actively working on the design of
multicore architectures, and government funding[10] has been ear-
marked to support them. Dissenting opinions are scarce; Section
3 presents research performed by psychologists to explain why so
many talented engineers and scientists may be “getting it wrong.”

We conclude this paper with a short summary, and a call for vi-
able suggestions as to what a consumer-grade “killer application”
for massively parallel systems might be. Sales of vast numbers of
laptop and desktop personal computers have provided much of the
revenue for the semiconductor industry. The fundamental nature of
the processors in these computers is changing; how this change will
impact consumer demand has received very little public discussion.

2. A BRIEF HISTORY OF PARALLEL PRO-
CESSING

Parallel processing has a long history[1]. Unfortunately, history
has not been particularly kind to commercial ventures. While some
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Figure 1: Amdahl’s law suggests that the speedup possible through parallel computation is asymptotic; while “parallel” portions
have reduced run times, the serial portions are unaffected. Scaling beyond a few processors is rarely beneficial; communications
overhead can in some cases result in a slowdown.

scientific applications can utilize parallelism (and achieve remark-
able leaps in performance)[24], parallel processing has failed to
reach a broad market.

A difficulty with parallel computing is that many problems have
elements that are inherently serial. Amdahl’s law[1] is well known;
if a computing task has a serial component which takes S time,
and a parallel component which takes P time, the run time with n
processors is at best S + P/n. In practice, communications over-
head between processors increases run times, and the amount of
parallelism that can be exploited may not scale to large numbers of
processors. This is illustrated in Figure 1.

If personal computers are to utilize multicore architectures effec-
tively, some combination of the following must occur.

• Individual applications must utilize multiple processor cores.
This is challenging, as parallel programming is known to be
difficult. Further, many applications have relatively little in-
herent parallelism. Increasing problem sizes to better exploit
parallelism (as done in [24]) is not practical for consumers
who expect their applications to be interactive.

• Multiple compute intensive applications must run simulta-
neously. While there is some demand for simultaneous ap-
plications (e.g., an MP3 player in conjunction with a word
processor), multitasking operating systems with single pro-
cessor cores are frequently adequate. While a modern oper-
ating system may have many processes, the majority of these
processes are idle at any given moment.

2.1 Parallel Hardware
On the surface, multi-processor systems are appealing on a num-

ber of levels. Algorithms that can be run in parallel can utilize mul-
tiple cores to reduce run times; if more than one compute-intensive
application is running, system performance does not degrade. The
design process for a multi-core system is also easier; small proces-
sor cores can be replicated, and arbitrarily large amounts of silicon
area can be utilized. With a well designed on-chip interconnection
network (for example [15, 40]), it is clearly possible to construct
a “server farm on a chip[54].” In terms of the number of floating
point operations possible per second, energy per operation, and a
variety of other metrics, parallel computing has many advantages.

The advantages have been clear for many years, however–and
many parallel systems have been constructed. Despite a great deal
of effort, almost all commercial ventures into the construction of
both small and large scale multi-processor systems have met little
success. Perhaps most dramatic was the attempt by Thinking Ma-
chines in the mid 1980’s; despite having an experienced architec-
ture team with excellent credentials, as well as computer scientists
and physicists of note, the company failed to become profitable.
While the systems were functional, and could solve specific prob-
lems with unprecedented speed, their application was so narrow
that very few systems were purchased.

The Thinking Machines systems employed thousands of com-
modity microprocessors; processors optimized for parallel com-
puting have also been developed. As an example, thousands of
Inmos Transputers were assembled into systems for parallel com-
putation[51]. A consumer-level computer utilizing the Transputer
was marketed by Atari[5]. Different configurations, numbers of
processors, message passing schemes, and network topologies have
all been explored (for example, [31, 30, 24, 6, 65]). Companies
such as Meiko[53], Kendell Square Research, MasPar, NCUBE,
Sequent, Parsytec[49], and Cray[2], have all implemented different
levels of parallelism to achieve higher performance computing–and
in each of these cases, the revenue from sales fell far short of cor-
porate needs. Academic efforts to introduce parallel architectures
have also had difficulty[62, 16].

For scientific or large server applications, parallel machines can
come remarkably close to the theoretical limits[1], and the price
and performance advantages are undeniable; to date, however, there
has been little success in harnessing this power for “general pur-
pose” computing. While parallel systems can be technologically
impressive, they form only a small portion of the marketplace com-
pared to the millions of consumer laptop and desktop machines.

Furht[22], in a 1994 paper, notes the following: “a decade ago,
university researchers were in love with parallel computers, and
the US government amorously responded. Those were the days of
glory, but times have changed: the market for massively parallel
computers has collapsed, and many companies have gone out of
business, but the researchers are still in love with parallel comput-
ing.”

We would argue that the lack of commercial success for parallel



computing is not due to a lack of effort in hardware design.

2.2 Parallel Compilers
The difficulty faced by parallel architectures is also not simply

an artifact of poor compilers, or the lack of effort on the part of
software developers. Parallel-optimizing compilers have been in
existance for many years[41, 19, 38, 57], and there have been nu-
merous attempts to develop better mathematical frameworks. As
an example, one might consider the programming language occam,
developed in the early 1990s–carefully designed, flexible, portable,
and essentially non-existant in modern computing.

Some compilers have been specially designed for specific paral-
lel machines. The J-Machine[62, 16] supported fine-grained par-
allel programs (one might note similarities between the designs of
the J-Machine and more recent “network on chip” proposals[15]).

Over the past thirty years, FORTRAN has had many variants
which have supported parallel architectures[36, 25, 52, 28]. The
level of FORTRAN support is indicative of the demand for parallel
resources amongst the scientific community.

Functional languages have also supported parallel architecture
for decades. Compilers for Prolog[34, 50, 23], Lisp[35], and other
similar languages[9, 12, 20, 66] have been implemented.

Main-stream languages such as C, C++, and Java, also have ro-
bust support for parallel hardware[26, 27, 3, 71, 17] Versions of
Ada, which was heavily supported by federal funding, also have
support for parallel architectures[14]. New programming languages
and environments are also being developed (e.g., Chapel[11]).

Platform independent libraries such as OpenMP[55] and MPI[7]
have been developed, greatly simplifying message passing between
processors. We would note that these have been used by design au-
tomation tools developers (for example, in the feng shui placement
tool[32]). EDA researchers are certainly familiar with parallel pro-
gramming resources, and have applied them when appropriate.

2.3 Multi-Tasking
Some might argue that multi-tasking operating systems are a nat-

ural fit for multicore processors. Multi-tasking has been common-
place for years, however, with most systems working quite well
with a single CPU.

A typical consumer might have dozens of compute tasks active
at any point in time – but the vast majority of these spend a great
deal of time in idle mode. One might have a task which checks for
email or incoming instant messages; a dedicated processor would
allow these checks to happen millions of times per second, but this
is far in excess of what a user requires.

2.4 The Commercial Prospects
In the mid 1980’s, academic and industry researchers had great

confidence in the commercial prospects of parallel computing; his-
tory shows that this confidence was misplaced. From the earliest
days, parallel architectures have been successful with some scien-
tific applications, but there is little success elsewhere.

Despite this, massively parallel computing has returned as a pri-
mary target of government funding[10]. At one point, federal agen-
cies were “in love” with parallel computers[22]; it appears that the
love has blossomed again.

The resurgence is not due to any significant advance that has
made parallel resources more palatable, or easier to use. Soft-
ware development for parallel machines remains difficult, and im-
provements are becoming asymptotic[37]. We would argue that the
challenges and pitfalls encountered by the prior generation of re-
searchers and developers are likely to be encountered again. From
a theoretic perspective, a fundamental change in processor archi-

tectures was inevitable[44]; this change was delayed for as long as
possible. While parallel computing has apparently “arrived” for the
consumer market, we wish to stress that this should be viewed as a
last resort.

3. UNDERSTANDING THE ENTHUSIASM
Considering the prior commercial failures of consumer parallel

processing, the shift to multicore is being greeted with a surpris-
ing amount of enthusiasm. In some respects, the battle for the
fastest clock rate has evolved into a battle to have the most pro-
cessor cores. Four core systems are anticipated in 2007, with eight
cores (a “peak” number suggested in [4]) following shortly there-
after.

We would argue that the enthusiasm is misguided, and that the
situation has been misjudged by the community. Obviously, time
will tell if we are correct in our assertion. We would note that in
the past, a general consensus of the engineering and research com-
munity has not always been correct (e.g., fifth-generation program-
ming languages, or the dot-com investment craze).

In this section, we discuss reasons why there is enthusiasm, draw-
ing on research performed by psychologists over a number of years.
An overview of research in this area can be found in a text by Cial-
dini[13].

3.1 Decision Making Errors
Irrational or erroneous decisions can occur for a variety of rea-

sons. Some of the more common reasons, related to the problem
facing the wide-scale implementation of dual-core technology, are
described briefly below. The list is not exhaustive; rather it is in-
tended to illustrate some of the primary problems facing the inte-
grated circuit design community.

3.1.1 Mental sets
People frequently find a solution to a problem and persist in ap-

plying the solution to every new problem. Luchins[43], in a classic
experiment, asked subjects to work a series of problems. The first
four problems required the same strategy for developing a solu-
tion. The fifth problem, however, had two paths to the solution:
one that required the cumbersome but proven strategy employed
on the previous problems and one significantly simpler solution.
Subjects persisted in using the more cumbersome strategy. Addi-
tionally, when given a sixth problem for which the proven strategy
did not work, subjects continued to attempt to solve the problem
using the formerly functional strategy. The tendency to continue
with a rigid problem-solving approach rut is a common problem.
Smith[61] and Wiley[70] may explain why experts fail in problem-
solving efforts[39].

With respect to the design of microprocessors, the single core ar-
chitecture had a remarkable series of successes over several decades.
The mental set issue manifests itself in an initial reluctance to switch
toward a multicore architecture. The adoption of multicore ar-
chitecutres is a different mental set; the solution strategy has had
success in supercomputing applications, and there is now an at-
tempt to apply it to the consumer market.

3.1.2 Risky decision making
Risky decision making occurs when people make choices un-

der uncertain conditions. Gamblers, for example, frequently be-
have in ways that are inconsistent with expected value[60], and, in
fact, often engage in behaviors where the expected value is negative
(i.e., they should lose money). Research suggests that when people
make decisions that violate expected value that they are relying on
subjective utility[21], where an individual evaluates the personal



worth of the outcome. Interestingly, people quite often make poor
predictions (i.e., underestimate) about the subjective value of the
outcome[42].

With respect to design teams and researchers, it is interesting
to note the relative risks of pursuing multicore architectures. For
circuit designers tasked with increasing performance, the “success”
of a project is measured by the number of instructions per second,
but not on the eventual sales. To remain employed, the best strategy
may be to target a design that will in fact have little commercial
appeal. Similarly, researchers seeking funding have good prospects
with proposals targetting parallel computation[22, 10]. A lack of
commercial impact for the research does not seem to degrade the
chances of securing funding.

3.1.3 Ignoring base rates
People often ignore the actual rates that events occur. For exam-

ple, Weinstein[68, 69] reported that people underestimate the risks
of their own negative health-related behaviors (e.g., smoking). Ad-
ditionally, the more variables coming into play and the further in
the future the event is scheduled to occur, the more likely it is that
people will make bad predictions[47].

There are well documented cases where parallel computation has
been successful. We would argue that it is likely that the successes
are overestimated, while failures are downplayed.

3.1.4 Heuristics
People use heuristics to judging the probability that an event will

occur. There are a number of different ways people make esti-
mates, all of which are likely to result in poor decisions being made.
For example, people often base their estimates of the likelihood of
an event based on how easy it is for them to remember examples
(availability heuristic), or how closely the example matches a pro-
totypical example (representativeness heuristic).

3.1.5 Gambler’s Fallacy
People believe that the odds of a chance event increase because

the event has not recently occurred[63, 67]. In fact, even when they
are given explicit instructions about the fallacy, they will continue
to bet and invoke the gambler’s fallacy[8].

In discussions with colleagues, we have found that some believe
that parallel computing will be successful because it has not been
so previously. The repeated predictions of commercial success,
coupled with the obvious lack thereof, seem strengthened the be-
lief.

3.1.6 Overestimating the improbable
People will greatly overestimate the odds of infrequent events

that are dramatic and vivid if, for example, they receive substantial
media coverage[59].

3.1.7 Confirmation bias
We have the tendency to seek and use information that supports

our beliefs and decisions[46] and to verify our ideas more eagerly
and fail to seek or believe refuting evidence[33, 58].

3.2 Groupthink
Groupthink is a phenomena that occurs when members of a group

emphasize concurrence at the cost of critical thinking in decision
making. Janis [29] (and also Eaton, [18]) suggested that at least
some subset of the following antecedent conditions are necessary
for groupthink to occur were (a) high group cohesiveness, (b) in-
sulation of the group, (c) lack of methodical procedures for search
and appraisal, (d) directive leadership, and (e) high levels of stress

with low chances of obtaining better solutions than the ones favored
by the leadership. When groups engage in groupthink, individual
members of the group abandon critical judgment, the group begins
to censor dissenting views and the pressure to conform increases.
When the group’s view is challenged by an outsider, people en-
gaged in groupthink will tend to over-simplify things as being an
’us versus them’ situation. During groupthink, members will over-
estimate the ingroup’s unanimity and will view the outgroup as the
enemy. Additionally, groupthink promotes incomplete gathering of
information (e.g., confirmation bias)[56]. Finally decisions made
as a group typically result in polarization of the group’s views. In
fact, group discussion will strengthen the dominant view, shifting
it toward a more extreme, riskier decision[48, 64].

In particular, condition (e) seems to capture the current state of
the industry well. Design teams are under intense pressure to pro-
duce faster microprocessors; Intel had a pair of high-profile design
cancellations while AMD produced a successful multicore design.
While the circuit design and EDA communities may pride itself on
good engineering and scientific practices, the environment is ripe
for groupthink.

4. CONCLUSION
From 1965 to 2001, the semiconductor industry used a “single-

core” architectural model, in which microprocessors consumed all
available transistors. There was great consumer demand at each
step along the way, and all available processing power was easily
harnessed. Binary compatibility of processor families allowed per-
formance gains to be obvious and immediate.

From 2001 to current designs, there has been a shift to multi-
core architectures. For this approach to be successful, program-
mers will need to rewrite many applications, new software must be
developed, and many existing application programs will need to be
abandoned. The throughput of individual cores will remain static,
or perhaps even degrade–for consumers to see any benefit at all,
multiple compute-intensive applications must run simultaneously.
To sustain Moore’s law, the number of cores must also grow expo-
nentially; with each generation, it will become increasingly difficult
to find ways to utilize the available computing resources.

We would summarize the change as follows.

• The industry has elected to stop developing higher perfor-
mance single core microprocessors. Power is a primary
limiting factor, but there are a host of other good reasons
for this decision. A high volume, high price, and high profit
margin product, which has proven to be in great demand by
consumers, is being abandoned. There is little doubt that if a
single core microprocessor were able to offer 2x the perfor-
mance of current designs, consumers would readily pay far
more than 2x the price.

• As a replacement for the single core microprocessor, the in-
dustry is offering flat performance for each core, but ex-
ponentially increasing numbers of cores. This avenue has
been chosen despite the fact that similar ideas have been ex-
plored for four decades, without significant commercial suc-
cess.

• It is assumed that consumers will adopt the new architectures
because new, but as of yet unknown applications will be
developed. Existing applications may be migrated to par-
allel implementations, despite the fact that most users are
reluctant to switch software. Simply needing to recompile
software hampered the introduction of some chips (e.g., the



DEC Alpha); yet it is assumed that a much more difficult
hurdle will be passed easily.

We anticipate that many will disagree with our assertion that con-
sumers will not adopt parallel processing. As was noted[22], many
staunchly believe in the promise of consumer parallel computing,
despite all evidence to the contrary. With a brief consideration of
the history of parallel processing, one finds the unbridled optimism
of researchers, engineering teams, and investors, juxtaposed against
stunning, relentless, commercial failure. Multicore processors are
certainly useful for high-capacity servers and supercomputers–but
this is only a small portion of the market.

The semiconductor industry now faces a difficult challenge. There
is no guarantee that multicore designs will be embraced, and good
reason to expect that they will fail commercially. A primary source
of revenue will no longer be at the leading edge of Moore’s law.
While a great deal of research focus has been on technical barriers
to device scaling, the most significant barrier may be economic.

Our objective with this paper is to spark discussion regarding the
shift towards multicore architectures. It is a simple fact that the
shift has occurred – but it is open to debate as to if this is a wise
decision.

We also wish to spur discussion, in specific terms, as to what
might constitute a “killer application” for the new generation of
processors. While it is easy to hope that such an application will
be created, the chances of this occuring are greater if it is commu-
nicated to the software community that there is an imperative need
for one.
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